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This project had several goals:  

1. Implementation of Hall MHD in the block-adaptive 3D MHD code BATS-R-US. 

2. Development and implementation of an implicit time-stepping algorithm to 
solve the equations of Hall MHD in BATS-R-US 

3. Implementation and application of multifluid Hall MHD in BATS-R-US. 

All three goals have been achieved. Below we summarize our main accomplishments 
in more detail. 

Hall MHD 
We implemented, tested and validated the Hall MHD term in BATS-R-US. The 
implementation ensures high computational performance, excellent parallel scaling 
and it is compatible with the general philosophy of block-adaptive AMR. 

In Hall MHD the electric field is modified from the resistive MHD expression by 
including the Hall term, jxB/n (j=electric current density, B=magnetic field, 
n=electron concentration). This seemingly simple modification is quite challenging to 
implement in a conservative, accurate and efficient manner. There are at least two 
challenges:  

(i) there is a second order spatial derivative that cannot be rewritten into a 
simple Laplace operator, and  

(ii) the maximum wave speed of the equation increases from the fast 
magnetosonic wave to the whistler wave speed that is approximately 
inversely proportional to the wave length.  

The first problem is especially difficult because of the adaptive block structure of the 
BATSRUS code. It took a lot of careful derivation and algorithmic development to 
obtain a spatially second order accurate discretization at resolution changes.  

The second problem is also very important, because it limits the maximum explicit 
time step to extremely small values. It was solved by using a very efficient implicit 
time-stepping method. 

Implicit Hall MHD 
We developed a second order accurate Hall MHD scheme for block adaptive Cartesian 
or general structured grids using both explicit and implicit time integration. For 
steady state solutions the explicit scheme can be used in combination with local time 
stepping. Care should be taken to use symmetric type limiters (like MC) instead of 
asymmetric limiters (like minmod or super-bee) to achieve second order accuracy in 
smooth regions. For time accurate runs the implicit scheme is much more efficient 



than the explicit scheme if the whistler wave speed is dominant. The preconditioner 
has to take into account the terms responsible for the whistler wave. 

Using the implicit scheme the Hall MHD simulation ran about 3-4 times slower than 
the classical MHD simulation, which is quite reasonable given the stiffness of the Hall 
MHD equations due to the whistler wave. The efficiency and good parallel scaling of 
our Hall MHD scheme enables us to do steady state and time accurate simulations in 
3D. We have already used the Hall MHD code to simulate Titan's interaction with the 
surrounding plasma. 

 

This steady state simulation uses a spherical grid with logarithmic stretching in the 
radial direction. The Hall MHD results match the values measured by the Cassini 
satellite significantly better than the results obtained with classical MHD simulations. 
We plan to use the Hall MHD code to study many space physics problems in the 
future. 

Multifluid Hall MHD 
We developed a new, conservative method to solve the multifluid Hall MHD equations 
and implemented the method in BATS-R-US and the Space Weather Modeling 
Framework (SWMF). The method has been applied to Saturn and Mars, two high 
priority target of NASA. The new method has been used to accomplish new scientific 
results that were published in peer-reviewed journals and presented at national and 
international conferences.  
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